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Abstract

Medical imaging is the technique of imaging the interior of a body for clinical analysis
and medical intervention, as well as visual representation of the function of some organs or tissues.
Image segmentation is an important medical image processing as it extracts the region of interest
through a semiautomatic or automatic process. Accurate medical image segmentation is essential
for the diagnosis and treatment planning of diseases. Convolutional Neural Networks (CNNs) have
achieved state-of-the-art performance for automatic medical image segmentation and most of the
research relies on them. So we have to try unfamiliar methods to expand the field of computer
vision in medical image segmentation. Here a deep learning model called Vision Transformer is
proposed for the segmentation of polyps from colonoscopy images.
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Chapter 1

Introduction

Medical imaging, also known as radiology, is the field of medical science in which medical
professionals recreate various images of parts of the body for diagnostic or treatment purposes.
Different types of medical imaging techniques are X-rays, Magnetic resonance imaging (MRI), Ul-
trasounds, Endoscopy and Computerized tomography. Medical imaging allows us to assess patients’
bones, organs, tissue and blood vessels through non-invasive means. Medical image segmentation
is the processing of medical images that gives a better understanding of internal body architectures
like their size, shape and orientation for treatment planning and surgeries, In addition, segmenta-
tion offers the benefit of removing any unwanted details from a scan, such as air, as well as allowing
different tissues such as bone and soft tissues to be isolated.

Figure 1.1: CT image

1.1 Polyp Segmentation from Colonoscopy Image

Colon cancer is one of dangerous cancer in the world that is found in our large intestine or colon.
It begins as a small clump of cells called polyps. So the early detection of polyps is an important
process to prevent the severity of colon cancer. Colonoscopy, a medical imaging technique is
generally used for the detection of polyps, and via this technique images of affected colon areas can
be captured and studied for diagnosis purposes. Segmentation of polyps from colonoscopy images
is an important task in the process of polyp diagnosis and removal. By performing segmentation a
better idea of characteristics of polyps like size, shape, and orientation can be acquired.
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Segmentation Using ViT 1. Introduction

Figure 1.2: Colonoscopy image

Methods for performing segmentation vary widely depending on the specific application, imaging
method, and other components. For example, the segmentation of lung cells from a chest CT scan
image has different requirements from the segmentation of the polyps from a colonoscopy image.
General imaging artifacts like noise, partial volume effects, and motion of scanning devices during
image acquisition can also have significant effects on the performance of the segmentation method.
Deep learning models like convolutional neural networks are mostly proposed and used for polyp
segmentation. Convolutional neural networks outperform other traditional deep learning models
and it is easy to understand and implement, therefore the major part of research and studies in
this area is about convolutional neural networks. The application of other deep learning models
in this field of polyp segmentation is inevitable to enhance the range of computer-aided support.
So in this work, a deep learning model called vision transformer is proposed for the segmentation
of polyps. Like convolutional neural networks, a vision transformer is a new approach to deep
learning and is now widely used for medical image segmentation. The Vision Transformer, or
ViT, employs a Transformer-like architecture over patches of the image. The core component of
a vision transformer is the transformer encoder. It consists of a multi-head self-attention module,
multi-layer perceptron module, and batch normalization layers.

Figure 1.3: Colon Polyps Segmentation
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Segmentation Using ViT 1. Introduction

1.2 Proposed Project

Aim of the project is to develop an automated framework which can segment the region of
polyps from a colon image.

1.2.1 Problem Statement

Segmentation of colon polyps from colonoscopy image using a deep learning model.

1.2.2 Proposed Solution

Pyramid vision transformer with a convolutional neural network is proposed for the segmentation
of colon polyps from colonoscopy image.

cs cec 2022 3



Chapter 2

Report of Preparatory Work

2.1 Literature Survey Report

Convolution-free medical image segmentation using transformers

In [1] they propose a convolution-free deep neural network for 3D medical image segmentation
which uses only a transformer. The input to the model is a 3D block of the image. As an initial
step, the block is partitioned into contiguous non-overlapping patches, then each of the patches is
flattened into a vector of a specific size with positional embeddings. The encoder of this proposed
network has a particular number of stages, each consisting of a multi-head self-attention layer and
a subsequent two-layer fully connected feed-forward network. Both the MSA and FFN modules
include residual connections, ReLU activations, and normalization. The proposed model is used
to segment brain cortical plate from T2 MRI image, pancreas from CT image, and hippocampus
from MRI image. They implemented the model in Tensorflow 1.16. In the first stage of training,
they first pre-train the convolution free network 2 networks on unlabelled data for denoising and
then fine-tune the network with labeled data of images. The dataset of brain cortical plate images
contains 18 train images and 9 test images, the pancreas dataset contains 231 train images and 50
test images and the hippocampus dataset contains 220 train images and 40 test images.

A hybrid transformer architecture for medical image segmentation

A U-shaped hybrid transformer network is proposed for segmentation of various MRI scan
images in [2]. The model integrates the strength of convolution and self-attention strategy for med-
ical image segmentation. Here the idea behind convolution is to extract local intensity features and
the transformer self-attention is used to capture long-range associative information from the input
MRI image. The proposed transformer network block in this study uses multi-head self-attention
of four heads and the output from that attention module is the scaled dot product of key, query,
and value vectors organized with positional embeddings corresponding to the input MRI images.
They apply the transformer block to each level of the encoder and decoder modules. The encoder
and decoder are a set of connected residual blocks that are composed of two convolutional layers
with ReLU activation function and two batch normalization layers. In the training dataset there
are 150 MRI annotated images and in the tesing dataset there are 200 annotated images.
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Segmentation Using ViT 2. Report of Preparatory Work

TransBTS: Multimodal brain tumor segmentation using transformer

In [3] they present a transformer with a convolutional neural network for 3D MRI brain tumor
segmentation. The proposed method is based on an encoder-decoder structure. The encoder is a
3D convolutional neural network with four convolution layers which is used to generate compact
feature maps from input MRI images with spatial and depth information. The decoder is also a
3D convolutional neural network composed of four deconvolution layers and it performs feature
upsampling and pixel-level segmentation. Convolution and deconvolution layers for downsampling
and features within the encoder and upsampling the features within the decoder respectively are
connected via skip connections. In between the output layer of the encoder and the input layer of
the decoder, they place the transformer encoder. The transformer encoder is composed of a certain
number of transformer layers which consists of a multi head self attention block and feed forward
network block. The feature maps from the encoder block will be converted into a set of patches with
posiyional embeddings and then given as input tho the transformer encoder. Here the proposed
method processes each 3D medical image in a slice by slice manner. They use the Brain Tumor
Segmentation 2019 challenge (BraTs) dataset contains 335 cases of patients for training and 125
cases of patients for testing the network. Each sample in the dataset is composed of T1-weighted
modality, post-contrast T1-weighted modality, T2-weighted modality, and fluid-attenuated inver-
sion recovery modality of MRI brain scans. Each modality image has a volume of 240*240*155.

U-Net Transformer: self and cross attention for medical image segmentation

In [4] an encoder-decoder-based U-shaped transformer model with two types of attention
modules, multi-head self-attention, and multi-head cross attention is proposed. The encoder of
this model is composed of four convolution layers and in between each pair of convolution layers,
a maxpooloig layer is connected. The overall function of the encoder is the downsampling of input
image features. The decoder is composed of three convolution layers with maxpooling layers for
upsampling the features. The multi-head self-attention module is placed at the end of an encoder
and it is designed to extract long-range structural information from the images. The multi-head
cross attention module is placed within the skip connections between encoder and decoder layers to
turn off irrelevant or noisy areas from the skip connection features. The proposed model is used for
segmentation of abdominal organ using TCIA pancreas public dataset for training and validation
of the model.

A transformer-based network for anisotropic 3D medical image Segmentation

In [5] a transformer-based network is proposed for segmentation of lungs from 3D chest CT
scan image. Here the model uses 2D Unet as a back borne. It consists of a down-sampling encoder,
an up-sampling decoder, and a transformer block in between the encoder and decoder. The feature
maps from the down-sampling layers are forwarded to the up-sampling layers via skip connections.
At the end layer of the encoder, the feature maps are sampled and passed to the transformer. Here
in the transformer module, there are three convolutional layers that are used to make queries, keys,
and values from the input sequence of features then positional embeddings are added to them. The
network is trained using the lung cancer segmentation dataset published by The Medical Segmen-
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tation Decathlon. It contains 20,707 CT scan images of lungs.

UNETR: Transformers for 3D medical image segmentation

In [6] the proposed model is made up of a transformer encoder and a convolutional neural
network-based decoder. The encoder and decoder are connected via skip connections. The model
is used for 3D CT images and MRI image segmentation. As an initial step, the input images are
divided into a sequence of patches with positional embeddings. And passed to the transformer
encoder block. The transformer encoder is composed of multi-head self-attention and multilayer
perceptron sublayers. A multi-head self-attention layer comprises a specific number of attention
heads. The features from multiple resolutions of the encoder are merged with the decoder network
to extract a region of interest from images. The decoder is made up of 6 convolution layers and 3
deconvolution layers and each of the convolution and deconvolution layers is connected with a batch
normalization layer and a ReLu activation layer. Here BTCV dataset consists of an abdominal CT
scan image of 30 patients and the MSD dataset consists of a brain MRI image for brain tumor
segmentation of 484 patients are used for training the of the proposed model.

HT-net: hierarchical context-attention transformer network for medical ct image seg-
mentation

In [7] a hierarchical context-attention transformer network with convolutional neural network
as backbone is proposed for 2D CT image segmentation. Here pre-trained ResNet34 is used as the
encoder-decoder network. In all skip connections between convolution layers of encoder and de-
coder modules, the transformer block is connected. The transformer is composed of three modules
, a residual atrous pyramid pooling (RAPP)module, hierarchical context attention (HCA), and a
position-sensitive axial attention (PAA) module. The RAPP module sets different combinations
of dilation rates according to the size of feature maps at different encoder stages, adapts the size
of the feature map at the current stage, avoids overlapping of the functions of some branches,
and obtains more diverse receptive fields. Secondly, for leveraging the transformer mechanism to
obtain self-attention for multiscale samples, in each stage of skip-connection, a position-sensitive
axial attention (PAA) module is used following RAPP module. Thirdly, a hierarchical context
attention (HCA) module to compensate for the global context-attention information lost by the
long-range associations between image patches modeled by the transformer mechanism. In each
skip-connection, the RAPP module, the PAA module, and the HCA module are added sequentially.
The proposed network is used for segmentation of bladder segmentation, kidney segmentation, and
lung segmentation from various CT images. For bladder segmentation, the model is trained on a
dataset of CT images with 3520 images for training and 880 images for testing. KiTS19 dataset
is used for training the model for kidney segmentation, which contains 6950 images with ground
truths. The model is trained on a lung dataset comes from the Lung Nodule Analysis (LUNA)
competition and Data Science Bowl 2017 and contains 534 2D CT images with respective label
images.

cs cec 2022 6
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Swin-unet: Unet-like pure transformer for medical image segmentation

In [8] also a convolution free neural network is proposed for 2D medical image segmentation,
which is made up of swin transformer blocks. The model has a U-shaped architecture consisting
of encoder, decoder, and skip connections. Encoder and decoder are Swin transformer blocks.
Swin transformer is constructed with a window-based multi-head attention layer, normalization
layer, and multi-layer Perceptron network. In the first step, the medical images are split into non-
overlapping patches and positional embeddings are added to the patches and passed to the encoder
for extracting features. With the encoder, there is a patch merging layer for downsampling the
feature and increasing the dimension. In the decoder, the extracted context features are fused with
multiscale features caused by downsampling. And a patch expanding layer with the decoder will
reshape the feature maps into larger feature maps by upsampling the resolution. The proposed
model is trained with a synapse multi-organ segmentation dataset which contains 30 cases with
3779 axial abdominal clinical CT images.

2.2 System Study Report

The output of the proposed method for segmentation is a new image which only contains the
regions that we need from the input medical image. In the case of polyp segmentation the resulting
image will only contain the region of polyps. The proposed model must be trained with a dataset
of medical images and corresponding segmentation masks(Pre-defined segmentation output).

cs cec 2022 7



Chapter 3

Project Design

3.1 Resource Requirements

3.1.1 Hardware & Software Requirements

Processor : Intel Core i5 7th Gen 3.2GHz
Supporting Software and Libraries : Python,
Tensorflow, Keras, OpenCv , PyTorch
RAM : 12GB
Graphics Card : 6GB NVIDIA GeForce GTX 1060 GPU
Operating System : Any Operating System
Supporting Environment : Google Colab
and PC available in Computer Lab-4 CEC

3.1.2 Data Requirements

Here two datsets are needed, one for training the model and the other for testing the model.
For training and testing, the Kvasir-SEG dataset is chosen. The Kvasir-SEG dataset (size 46.2 MB)
contains 1000 polyp images and their corresponding ground truth from the Kvasir Dataset v2. The
resolution of the images contained in Kvasir-SEG varies from 332x487 to 1920x1072 pixels. The
images and its corresponding masks are stored in two separate folders with the same filename. The
image files are encoded using JPEG compression, and online browsing is facilitated. 900 images
from the dataset are used for training and 100 images are used for testing.

3.2 Method

Most of the deep learning approaches for medical image segmentation have an encoder-decoder
architecture. The goal of the encoder module is the extraction of salient features from the input
medical image with the help of various layers like the convolution layer, max-pooling layer, and
activation layer. And the decoder module is also composed of convolution layers and other neural
layers for concatenation of encoded features from the encoder to produce the segmented image.
Here a vision transformer model called Pyramid vision transformer is used as the encoder and a
simple convolutional neural network is used as the decoder. A color image (RGB image with 3-
channels) will be given as input to the encoder of the proposed model. Features are extracted with
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Segmentation Using ViT 3. Project Design

in the four levels of the pyramid vision transformer. The encoder can produce 64, 128, 350 and 512
feature maps of the input image using the first, second, third and fourth level of pyramid vision
transformer respectively. After the feature extraction by encoder, the features extracted will be
combined and decoded using the decoder. An input image to a vision transformer will go through
the following steps:
1. Split an image into patches
2. Flatten the patches
3. Produce lower-dimensional linear embeddings from the flattened patches
4. Add positional embeddings
5. Feed the sequence as an input to a standard transformer encoder

.

Figure 3.1: Model

3.2.1 Encoder: Pyramid Vision Transformer

The entire model is divided into four stages, each of which is comprised of a patch embedding
layer and a Li-layer Transformer encoder. The patch embedding layer will divide the input image
into a specific number of patches or blocks with same size. And these patches with positional
embeddings will passed to first level transformer encoder of the model. The core components of
transformer encoder are multihead self attention layer, normalization layer and multi layer Percep-
tron.

cs cec 2022 9
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Figure 3.2: Transformer Encoder

Multi Head Self Attention Layer

Multi-head Attention is a module for attention mechanisms that run through an attention
mechanism several times in parallel. The independent attention outputs are then concatenated
and linearly transformed into the expected dimension. As an initial step, the input image patches
with positional embeddings will be partitioned into queries, values and keys. To obtain these
representations, every input is multiplied by a set of weights for Keys (denoted as K), a set of
weights for queries (denoted as Q), and a set of weights for values (denoted as V).

General working of multihead attention is as follows.
1. Compute the linearly projected versions of the queries, keys and values through a multipli-

cation with the respective weight matrices for each head.

2. Apply the single attention function for each head by multiplying the queries and keys ma-
trices, applying the scaling and softmax operations( weighting the values matrix, to generate an
output for each head).

3. Concatenate the outputs of the heads.

cs cec 2022 10
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Figure 3.3: Attention Layer

Normalization Layer

Normalization is a method usually used for preparing data before training the model. The
main purpose of normalization is to provide a uniform scale for numerical values. If the dataset
contains numerical data varying in a huge range, it will skew the learning process, resulting in a
bad model. The normalization method ensures there is no loss of information and even the range
of values isn’t affected.

The mean and standard-deviation are calculated for data inputs. and are learnable affine
transform parameters set to 0 and 1.

Multi Layer Perceptron

Multilayer perceptron (MLP) is a feed-forward neural network model. MLP contains a
dropout layer, linear layer, an activation layer and a convolution layer. Dropout technology will
randomly stop a certain number of neurons in the hidden layer, and use the mask process to set the
output of these neurons in the hidden layer to 0, while the connection weights of the non-working
neurons will not be updated in this iteration process. And the linear layer use matrix multiplication
to transform their input features into output features using a weight matrix. The input features
are received by a linear layer are passed in the form of a flattened one-dimension tensor and then
multiplied by the weight matrix. And there is an activation layer with GELU activation function
in MLP.

cs cec 2022 11
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Figure 3.4: mlp

Spatial Reduction Attention

When compared to normal transformer encoder the encoder of a pyramid vision transformer has a
spatial-reduction attention (SRA) layer with the multihead self attention layer. SRA uses average
pooling to reduce the spatial dimension (h × w) to a fixed size (P × P ) before the attention
operation. Average Pooling calculates the average value for patches of a feature map, and uses it
to create a downsampled (pooled) feature map.

Figure 3.5: SRA

3.2.2 Decoder

The basic operation performed by this module is the addition of four levels of feature maps
64, 128, 320, 512 from the encoder with a size of 88×88, 44×44, 22×22 and 11×11 respectively. For
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that, as an initial stage, the four-level features are converted to 32 feature maps using convolution
units, and then higher-level features are upsampled to the size of lower-level features. The feature
maps in level-4 are upsampled to the size of level-3 feature maps then both are added, after that
the resultant features of level-4 and level-3 addition are upsampled and then added with feature
maps of level-2. Then the result of level-2 addition will be added with the feature maps of level-
1 after upsampling. After adding the feature maps together the result will be passed through a
single output convolution layer to produce the final output image of segmentation by reducing the
dimension.

Figure 3.6: Decoder

Consider L1, L2, L3, and L4 as the features from four levels of the pyramid vision transformer
encoder. After adjusting the number of feature maps to 32 via convolution units they become l1,
l2, l3 and l4. l4 is upsampled to the same size of l3 and then added with it as l34=l3+up(l4).
Then l34 is upsampled to the size of l2 and then added with it as l23=l2+up(l34). And then l23 is
upsampled to the same size of l1 and then added with it as l12=l1+up(l23). In the final stage of
decoder the resultant set of feature maps will be fed to a simple convolution layer C to reduce the
dimension to single feature map.

cs cec 2022 13
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3.3 Dataset and Training

Training of the proposed deep learning model is an important task. In the case of a segmenta-
tion problem the proposed model must be trained with a dataset of images and their corresponding
segmentation masks. Here Kvaser-SEG dataset is used.

Figure 3.7: Training of ViT

3.4 Segmentation using Trained Model

The outcome of training process will be a vision transformer model for colonoscopy image
segmentation. And when we input a colonoscopy image to the model the output will be the
segmented polyps. The input image to the vision transformer should be in a specific size, for
colonoscopy image the size is 352 × 352. So the input should be resized as a pre-processing step.

Figure 3.8: Segmentation

cs cec 2022 14



Chapter 4

Implementation

The proposed model is implemented in Pytorch framework using Google Colab platform.
The model is then trained with Kavaser-Seg dataset[26] with a batch size of 16 and image size of
352 × 352. Here AdamW optimizer is used as the optimizer for training and the learning rate is
1e-4. Here the loss function used is IoU loss. After training, the model is evaluated with some of
polyp images with known segmentation output.

Optimizer Learning Rate Batch Size
AdamW 1e-4 16

Epochs Image Size Loss Function
100 352 × 352 IoU Loss

Table 4.1: Training Parameters

15



Chapter 5

Results & Conclusions

Medical image segmentation is an important computer vision task in medical field. For
treatment planning of diseases and computer aided surgeries the region of affected organ must be
segmented from the medical image. Here a deep learning model which consist of pyramid vision
transformer as encoder and a convolutional neural network as decoder is proposed.

5.1 Performance Analysis of Model

Four widely-used evaluation metrics, including Dice, IoU, precision and recall is used to
evaluate the model performance by testing the model using Kavaser Seg dataset. Among these
metrics, Dice and IoU are similarity measures at the regional level, which mainly focus on the
internal consistency of segmented objects.

Mean Dice Mean IOU Precision Recall

0.78461 0.77092 0.9112 0.73462

Table 5.1: Evaluation Results

Some of the results of testing of the model is shown below.

Figure 5.1: Input and Output

16



Segmentation Using ViT 5. Results & Conclusions

5.2 Conclusion

I studied a lot of research papers and other resources based on medical image segmentation
and it is found that, most of the researches relies on convolutional neural networks. I proposed a
method called vision transformer for segmentation of polyps, which is the current trend in medical
applications. When compared to other deep learning models like convolutional neural network the
proposed model is going to use the actual input image without any preprocessing.

5.3 Publication

A review paper named ’Medical Image Segmentation Using Vision Transformers’ is presented in
IEEE World Conference on Applied Intelligence and Computing (AIC 2022) Organized by Rajkiya
Engineering College Sonbhadra(India), Technically supported by Soft Computing Research Society,
June 17-19, 2022.

5.4 Future Scope

• In future different image preprocessing techniques can be applied in the input image before
actual segmentation by the model to analyze the effect of preprocessing in segmentation.

• Here the model is trained in normal system without GPU, so the performance of the model
can be improved by training the model in a high performance system.

• With more studies and researches the proposed segmentation model can be used for the
segmentation of other medical images like CT image, MRI image, etc.
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